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Abstract— Bioinformatics is THE field of science which 
applies computer science and information technology to the 
problems of biological science. One of the most useful 
applications of bioinformatics is sequence analysis. Sequence 
analysis, which is the process of subjecting a DNA, RNA to 
any wide range of analytical approaches, involves 
methodologies like sequence alignment and searches against 
biological databases. For the analysis DNA sequences are 
stored in databases for easy retrieval and comparison. 
Frequency of pattern occurrence in database may predict the 
intensity of the disease. When the sequence database is huge, 
matching a pattern is very time consuming task. This fact 
leads to the need of utilizing latest complex and expensive 
hardware like GPU. 
In this paper, we propose a Parallel string matching 
algorithm using CUDA (Compute Unified Device 
Architecture). The focus of the research is the design and 
implementation of an algorithm by utilizing GPU cores 
optimally. Our algorithms finds correct matches and 
experimental results show very high performance gain over 
the sequential approach. 
 

Keywords— Bioinformatics; Matching; Pattern; DNA 
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I. INTRODUCTION  

As the growth rate of biological sequence databases 
increased, the demand for advanced and high performance 
computational method for comparing and searching 
biological sequences have also increased. In DNA 
sequence alignment [14], the performance of comparison 
and alignment affect a lot of application processes such as 
vaccines design, drugs, disease detection and curing 
method. Hence with the high performance and high 
sensitivity DNA sequences alignment or comparison the 
vaccines, drugs, disease detection and disease curing 
method can be designed and defined in a faster way. To 
satisfy this need, high performance and sensitive DNA 
sequence matching algorithms are very important for 
research and application of molecular biology today. 
Biological sequence alignment is a computationally 
expensive application in the field of bioinformatics and 
computational biology as its computing and memory 
requirements grow quadratic ally with the size of the 
databases. It aims to find out whether two or more 
biological sequences are related or not.  
The problem of exact string matching is to find all 
occurrences of pattern 'P' of size 'm' in the text string 'T' of 
size 'n'. Let P = {p1, p2, p3 ,….,pm} be a set of patterns of 
m characters and T={t=t1,t2,t3…,tn} in a text of n 

characters which are strings of nucleotide sequence 
characters from a fixed alphabet set called Σ= {A, C, G, 
T}[2]. Let T be a large text consisting of characters in Σ. In 
other words T is an element of Σ*. The problem is to find 
all the occurrences of pattern P in text T. It is an important 
application widely used in data filtering to find selected 
patterns, in security applications, and is also used for DNA 
searching[1].Pattern matching focuses on finding the 
occurrences of a particular pattern in a text file. The 
problem in pattern discovery is to determine how often a 
candidate pattern occurs, as well as possibly some 
information on its frequency distribution across the 
sequence/text. In general, a pattern will be a description of 
a set of strings, each string being a sequence of symbols. 
Hence, given a pattern, it is usual to ask for its frequency, 
as well as to examine its occurrences in a given 
sequence/text.  The biologists often queries new 
discoveries against a collection of sequence databases such 
as EMBL[22], GENBANK[15] and DDBJ[16] to find the 
similarity sequences. As the size of the data grows it 
becomes more difficult for users to retrieve necessary 
information from the sequences. Hence more efficient and 
robust methods are needed for fast pattern matching 
techniques. We have proposed an accelerated approach of 
string and pattern matching algorithms to find out a 
particular sequence or pattern in the given DNA database 
using parallel programming approach. This can be 
accomplished by parallelization technique on GPU using 
CUDA programming model. Pattern matching algorithms 
have main objectives such as:  
Design and implement sequential algorithm for pattern 
matching for DNA sequence analysis. 
To parallelize the developed sequential algorithm. 
To analyze the scalability and optimizing accordingly.  
The rest of the paper is organized as follows; Section II is 
Literature survey, Section III  is Proposed Approach, 
Section IV is Experimental System Requirements and we 
make some concluding remarks in Section V. 

II. LITERATURE SURVEY 

A. Study of pattern matching algorithms 

The literature describes various traditional pattern 
matching methodologies like Naive Brute force, Boyer 
Moore, Knuth Morris Pratt and Dynamic algorithms along 
with their performance issues when applied for sequence 
analysis. Pattern matching is used in various processes like 
DNA sequencing, Intrusion Detection System.   
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        1) Naive Brute force  
It is one of the simplest algorithms having complexity 
O(mn). In this, First character of pattern P(with length m) 
is aligned with first character of text T (with length 
n).Then scanning is done from left to right. As shifting is 
done at each step it gives less efficiency. [17]  

   2) Boyer-Moore Algorithm 
It performs larger shift-increment whenever mismatch is 
detected. It differs from Naïve in the way of scanning. It 
scans the string from right to left; unlike Naive i.e. P is 
aligned with T such that last character of P will be matched 
to first character of T. If character is matched then pointer 
is shifted to left to very rest of the characters of the pattern. 
If a mismatch is detected at say character c, in T which is 
not in P, then P is shifted right to m positions and P is 
aligned to the next character after c. If c is part of P, then P 
is shifted right so that c is aligned with the right most 
occurrence of c in P. The worst complexity is still O (m+n) 
[11]. 

       3) Knuth-Morris-Pratt 
This algorithm is based on automaton theory. Firstly a 
finite state automata model M is being created for the 
given pattern P. The input string T with Σ= {A, C, T, G} is 
processed through the model. If pattern is present in text, 
the text is accepted otherwise rejected. But the only 
disadvantage of the KMP algorithm [3] is that it doesn’t 
tell the number of occurrences of the pattern[12].  

    4) Dynamic programming Algorithms 
Dynamic programming is the oldest and mostly used 
algorithm. Basically Needleman Wunsch and Smith 
waterman algorithm[18] come under this approach. These 
are much more complex than the exact pattern matching. It 
involved solving successive recurrence relations 
recursively i.e. smaller problems are solved in succession 
to solve the main problem. 

a)Smith-Waterman (local alignment)[18]  
• Accuracy: good with gapped pairs  
• Processing: Computationally expensive O (N2) and with 
trace-back a lot of memory is required; this is slow  
• Limitations: indexing to find targets is required.  

 b)Needleman-Wunsch (global alignment)[18] 
• Good for small genomes and long matching alignments  
• Processing: Computationally expensive O (N2) Talk 
today showed novel pruning technique for in large 
matches.  
• Limitations: requires hard left hand bound known query 
and target size.  

B. Related work  

     1)Existing programs on CPU 
• BWA [6] 
• BFAST[7]  
• Mosaik[8] 
• BLAST[9] 
 
 
 

Problem with existing programs is that they are slow, less 
accurate, And/or require large memory. Expensive 
hardware is required to run these programs. Cheaper 
hardware is more desirable. So  GPUs are a good 
alternative. 

         2)Current GPU based tools 
a) Smith-Waterman implementations  

 CUDASW++: is a bioinformatics software for 
Smith-Waterman protein database searches that 
takes advantage of the massively parallel 
architecture of GPUs to perform sequence 
searches. It has drawback as it deals only with 
protein sequence alignment only[19]. 

 SeqNFind: The SeqNFind Smith Waterman tool 
allows examination of local alignments at every 
location within a genome. It has some drawback 
as it is Commercial and Need to buy along with 
hardware[13].  

 MuMmerGPU: is a high-throughput DNA 
sequence alignment program that runs on Nvidia 
G80-class GPUs. It aligns sequences in parallel on 
the video card to accelerate the widely used serial 
CPU program MuMmer. It shows no gapped 
alignment[20]. 

C. GPU/CUDA Architecture 

CUDA architecture is different from the general computer 
system. To choose better architecture is important for 
improving performance. Multiple GPUs also can be 
utilized for high performance gain [10]. As we consider 
hardware architecture of CUDA supported GPU’s, SM 
(Streaming Multiprocessor) is used for thread execution. 
Each SM contains 8, 16 or 96 stream processors and 
support up to 8 or 16 blocks of concurrently executing 
threads. Warp contains number of threads in a block that 
executes simultaneously. Each SM manages a number of 
specified warps; therefore the maximum number of threads 
in a SM is number of warps multiplied by number of 
threads.[23] Blocks are grouped into grids; the kernel 
function executes grids of blocks of threads. For accessing 
global memory from GPU require longer access latency. 
To avoid this longer latency a portion of global memory 
can be bound as a texture memory which is used for 
catching and occurs when cache miss occurs. Usually 
texture memory has good performance than global 
memory. GPU platform also supports some fast memory. 
One of that is constant memory which is read only memory 
and is used for catching. Another memory is shared 
memory which is owned by each SM and performs both 
read and writes operations [4]. Figure.1. shows the 
memory structure of the CUDA[5].  
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                                  Fig. 1. CUDA memory model 

Shared memory is the memory located on multiprocessors 
of the device itself and is shared by all threads of a thread 
block. This is the memory which can be accessed by both 
host and device. The data which is stored in main memory 
must be copied from main memory to global memory by 
using CUDA memory copy functions, if it should be 
accessed by device. All the threads have its local memory. 
General global memory is available up to 6 GB per GPU 
having bandwidth up to 180 GB/s for the Tesla products. If 
the data is read only data and if the space is not available 
for storing the data then the texture memory is used for this 
purpose. In constant memory constants are immutable and 
not be written by kernel, even in dynamic parallelism 
kernel launches. Constant memory variables are globally 
visible to all kernels. Texture memory access and writes to 
global memory object that relates with texture memory 
objects between parent and children. 
 

1) Thread Hierarchy: 

For convenience, threadIdx is a 3-component vector, so 
that threads can be identified using a one-dimensional, 
two-dimensional, or three-dimensional thread index, 
forming a one-dimensional, two-dimensional, or three-
dimensional thread block. This provides a natural way to 
invoke computation across the elements in a domain such 
as a vector, matrix, or volume. The index of a thread and 
its thread ID relate to each other in a straightforward way: 
For a one-dimensional block, they are the same; for a two-
dimensional block of size (Dx, Dy),the thread ID of a thread 
of index (x, y) is (x + y Dx); for a three-dimensional block 
of size (Dx, Dy, Dz), the thread ID of a thread of index (x, y, 
z) is(x + y Dx + z Dx Dy).There is a limit to the number of 
threads per block, since all threads of a block are expected 
to reside on the same processor core and must share the 
limited memory resources of that core. On current GPUs, a 
thread block may contain up to 1024 threads. However, a 
kernel can be executed by multiple equally-shaped thread 
blocks, so that the total number of threads is equal to the 

number of threads per block times the number of blocks. 
Blocks are organized into a one-dimensional, two-
dimensional, or three-dimensional grid of thread blocks as 
illustrated by Figure 2. The number of thread blocks in a 
grid is usually dictated by the size of the data being 
processed or the number of processors in the system, which 
it can greatly exceed. 

 
                                 Fig.2. Grid of Thread Blocks 

Each block within the grid can be identified by a one-
dimensional, two-dimensional, or three-dimensional index 
accessible within the kernel through the built 
in blockIdx variable. The dimension of the thread block is 
accessible within the kernel through the built 
in blockDim variable. 

III. PROPOSED APPROACH 

In order to apply the maximum level of parallelization and 
to improve performance, a brute force method is chosen to 
test the parallel approach. This approach is applied for the 
process of disease diagnosis by matching input gene 
pattern with DNA database text file and draw conclusions 
from  number of occurrences or matching of input gene 
pattern. There are some objectives to be followed for 
completion of research and these objectives are as follows: 

 Analyse different serial algorithms for pattern 
matching and their performance ratios.  

 Build scalable parallel pattern matching algorithm 
for DNA sequencing.  

 Measure the GPU and CPU performance 
differences in terms of processing time and 
generate resultant graph. Various input gene 
patterns are match with DNA database file and 
verified according to count of occurrences of 
pattern into DNA database file. Threads are run 
according to size of database file. 
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A. Naive Brute Force  String Matching Algorithm:  

Naive Brute Force String Matching Algorithm is a basic 
algorithm that takes a string S, of size n, and a pattern P, of 
size m, and scans the first n-m elements of the string from 
left to right with the pattern, looking for matches. Basically 
the algorithm considers all the possible starting positions 
of the pattern(P)  for  j=0 to n-m. Then for every starting 
position  (j)  the pattern(P) must exactly match S for the 
next consecutive  m-1 positions. The result of the 
algorithm is the set I containing all of the starting positions 
in S where P exactly matches the string S(using indices 
starting at 1)[21]. 
As an example consider P=aba   and  S=acbababa, which 
has the following iterations in the Naïve String Matching 
Algorithm: 

P=aba   , S=acbababa 
Iterations: 
 

j=0 acbababa       j=1 acbababa 
aba                           aba 

 
j=2 acbababa       j=3 acbababa 

aba                           aba 
 

j=4 acbababa          j=5 acbababa 
aba                            aba 

                                                                                               
The output from the Naive  String Matching Algorithm 
would be the set I={3+1,5+1}={4,6}(note the plus 1 
results from sequence indexes starting  at 1 not 0) since for 
all other values of j the pattern P did not match exactly. 
The sequential form of algorithm consists of function, 
where it attempts to match pattern of text by scanning text 
from left to right. In sequential code, a single thread is 
conducting the search and when it finds a match the 
algorithm will output to console the position it was found. 
In CUDA version, N threads could be conducting the same 
search. Each of the N threads attempt to scan for a match 
of the text, in parallel and when it discovers a match an 
array for storing the found indices will be updated. Each 
CUDA thread can potentially and possibly read each 
character and obtain a match , in the event that the pattern 
follows one another in string 
 

B. Proposed Model 

CUDA is a parallel computing architecture developed by 
NVIDIA. The aim is to provide a programming framework 
for general purpose computations on Graphics Processing 
Units. CUDA programming model assumes that each 
CUDA thread has its own local memory and is running on 
one of the stream processors of the GPU multiprocessor 
sharing on-chip memory with the other threads running on 
the multiprocessor.  
The suggested parallel computational model uses pattern 
matching algorithm distributed between the threads of the 
GPU kernels. Each thread calculates the matching of input 
pattern with stored database file (character array). The flow 
chart is given in Figure 3. 
                                  

                                       Fig. 3 Flow Chart 

                        

 
                         Fig.4. Architectural model 
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The proposed (Architectural) model shown in Figure 4 
include following modules: 

 Main module(DnaGpu.c)  in C  
 Kernelcode (Searchkeyword_kernel.cu) using 

CUDA. 
Main module (DnaGpu.c) does file handling operations 
and also calling of the kernel function. The database file is 
first stored into the character Array. And index of array 
shows size of database text file. The database text array 
and input pattern is passed to GPU device as well as size of 
database file is passed to GPU for processing. Numbers of 
threads passed to kernel are equals to size of text array 
passed to GPU. So each thread does processing parallel 
with input pattern and calculates number of occurrences of 
pattern in database text file. Then passed output in the form 
of total no. of matching to Host (CPU).  

C. Flow Chart 

At the very beginning of the CUDA code’s execution, code 
is compiled just like other c code. Its primary execution 
takes place in CPU.As the execution started all non-kernel 
functions getting executed on CPU and the execution of 
kernel code is being transferred to GPU. This way we get 
parallel execution on CPU and GPU. Once the memory 
transfer between CPU to GPU is done, without any 
impediments the rest of the execution is carried well 
otherwise execution will be halted. Pattern matching gives 
out the search results for presence of specific input pattern 
in DNA sequence database. The simplest brute force 
technique is used for the matching so as to cope up with 
complexity and to prevent possible overhead occurring due 
to parallelization. In order to reduce searching time 
matching is carried out parallel that reduces the search time 
with accurate retrieval. Data is collected from well-known 
database NCBI and other genome projects.  

IV. EXPERIMENTAL SYSTEM REQUIREMENTS 

A. Experimental System Requirements 

Experiments were performed on the machine with Intel 
Xeon E5-2650 processor and Nvidia Tesla K20 GPU. The 
Nvidia Tesla K20 graphics processing unit (GPU) active 
board is PCI Express, comprising of a single GK 110 GPU. 
The Tesla K20 active accelerator is designed for 
workstation and offer total of 5 GB GDDR-5 on-board 
memory and supports PCI Express Gen2. The Tesla K20 
GPU has 2496 processor cores and also has 3.52 Teraflops 
single and 1.17 Teraflops double precession floating point 
units. Nvidia profiler is used to measure kernel execution 
time and data transfer time. The GTX titan graphics card 
has the following features:- 

‐ Compute capability - 3.5. 
‐ Threads per block - 1024. 
‐ Shared memory per block - 48KB. 
‐ Registers per block - 65536. 
‐ Warps per multiprocessor - 64. 
‐ Blocks per multiprocessor - 16. 
‐ Global memory bandwidth - 275.02 GB/s / size= 

5.99GB. 
‐ Constant memory ‐ 64KB. 

V. CONCLUSION 

In this paper we have implemented an efficient parallel 
Pattern Matching Algorithm by utilizing GPU cores 
optimally on CUDA. The proposed technique enhances the 
comparison time and performance when compared with 
sequential approach of algorithm on CPU. From the 
obtained results, that means from count of number of 
occurrences of given pattern in DNA database file we can 
conclude that   whether an individual has chances of 
getting disease or not in future. The research has been done 
On GPU using CUDA programming model, accelerating 
the pattern matching process. The proposed algorithm will 
take advantages of parallel computing and give better time 
and money saving approach for disease detection. Our 
algorithms finds correct matches and experimental results 
show very high performance gain over the sequential 
approach. 
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